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��Chapter 1 - NeuNet Pro Installation

Installing NeuNet Pro

To install NeuNet Pro, simply run the program NNP22.exe and follow the on-screen prompts. 

The trusted and proven “WISE Installation System” manages all of the installation. 

NeuNet Pro will be installed into a program directory of your choice. 

An assortment of sample data files will be installed in a subdirectory named “Data” beneath you program directory. 

A small descriptive text file (.txt) will be installed with every data file. 

Additional sample data files may be downloaded from the NeuNet Pro web site at http://www.cormactech.com/neunet/download.html 

A few sample projects are installed in a subdirectory named “Projects” beneath you program directory. 

You may create as many new projects as you wish. Every project is linked to a data file. 

A program group named “NeuNet Pro” will be created. 

The program group will be added to Programs on your Start Menu. 

A shortcut will be added to your desktop. 

Your registry will be updated to include a new file association so that clicking on a .nnp file will automatically launch NeuNet Pro with that project. 

Your registry will be updated so that all .nnp project files have the blue jeweled “NeuNet Project” icon. 

Your registry will be updated so that all .nns data files have the red jeweled “NeuNet Sample” icon. All .nss files can be viewed using MS-Access. 

Your registry will be updated so that NeuNet Pro Uninstall will appear under you Control Panel’s “Add/Remove Programs”. 

An assortment of system support tools will be installed onto your computer if these tools are missing or obsolete. 

None of your system support tools are overwritten if yours are a newer version. 

The file “Install.log” will be created so there is a record of everything that was done. 

The “uninstall” program is added to your program group so that you may easily remove the program. 



Uninstalling NeuNet Pro

To uninstall NeuNet Pro, simply click the trash icon “Uninstall NeuNet Pro”. 

Select automatic or custom uninstall and follow the on-screen prompts. 

Warning: The automatic uninstall will erase everything in your NeuNet program directory and all of its subdirectories. If there are any files you wish to keep, be sure to relocate then to some other directory before your run the uninstall. 

All of the NeuNet Pro program files, project files and data files will be erased. 

All of the NeuNet Pro registry entries will be removed. 

None of the system support tools are erased. 



List of Installed Files

Program Files Placed in Chosen Program Directory�(existing files are overwritten) 

Neunet.exe (Main Neunet Pro Program) 

NnpHelp.exe (Neunet Pro Help File) 

Nnp.ico (Blue Jewel Icon For NeuNet Sample Project Files) 

Nns.ico (Red Jewel icon for NeuNet Sample Data Files) 

Unwise32.exe (Wise uninstall Program) 

Install.log (created during install. Used by Unwise32.exe—DO NOT DELETE!) 

Sample Project Files Placed in subdirectory “Project”�(existing files are overwritten) 

Stocks.nnp (Predict Dow Jones Industrial Average) 

AirMiles.nnp (Predict seasonal trends in airline travel) 

AutoPrice.nnp (Predict automobile prices) 

HorsePower.nnp (Predict automobile engine horsepower) 

Eeg.nnp (Diagnose epileptic spikes on Eeg monitor) 

Cancer.nnp (Diagnose malignant vs benign breast cancer) 

Voting.nnp (Analyze USA congressional voting patterns) 

Radar.nnp (Classify radar echoes from outer space) 

Sample Data Files Placed in subdirectory “Data”�(authorized sample data is set to read only) 

Stocks.nns (Contains 27 indicators weekly from 1993 to 1998) 

Stocks.txt (Description for stocks.nns) 

AirMiles.nns (Contains monthly airline travel over ten years) 

AirMiles.txt (Description for Airmiles.nns) 

Autos.nns (Contains 25 specifications for 205 different automobiles) 

Autos.txt (Description for Autos.nns) 

Eeg.nns (Contains 9 readings for 265 Eeg spike events) 

Eeg.txt (Description for Eeg.nns) 

Cancer.nns (Contains 9 tests for 457 patients) 

Cancer.txt (Description for Cancer.nns) 

Voting.nns (Contains voting on 16 bills for 435 congressmen) 

Voting.txt (Description for Voting.nns) 

Radar.nns (Contains 34 readings for 351 radar returns) 

Radar.txt (Description for Radar.nns) 

System Support Files Placed in Windows System Directory�(Newer versions are not overwritten) 

Neunet32.dll (Neunet Pro Support) 

Actbar.ocx (ActiveBar Support) 

Tdbg5.ocx (TrueDbGrid Support) 

Xarray32.ocx (TrueDbGrid Support)

 Msvbvm50.dll (VB5 Runtime) 

Comdlg32.ocx (VB5 Support) 

Comctl32.ocx (VB5 Support) 

Comdct232.ocx (VB5 Support) 

Stdole2.tlb (VB5 Support) 

Oleaut32.dll (VB5 Support) 

Olepro32.dll (VB5 Support) 

Asycfilt.dll (VB5 Support) 

Comcat.dll (VB5 Support) 

Ctl3d95.dll (VB5 Support for 95) 

Ctl3dnt.dll (VB5 Support for NT) 

Msjet35.dll (Jet database Support) 

Vbajet32.dll (Jet database Support) 

Vb5db.dll (Jet database Support) 

Msrd2x35.dll (Jet database Support) 

Msrepl35.dll (Jet database Support) 

Odbcjt32.dll (Jet database Support) 

Odbcji32.dll (Jet database Support) 

Odbctl32.dll (Jet database Support) 

Dao350.dll (Jet database Support)

       This file installs to C:\Program Files\Common Files\Microsoft Shared\DAO\ or possibly        elsewhere depending on previously installed programs.



Chapter 2 - Quick Start

The following instructions will allow you to quickly try NeuNet Pro. For more detailed instructions, see the NeuNet Pro Tutorial.

1.	Run NNP22.EXE to install the program. Follow the on-screen prompts.

2.	Begin NeuNet Pro by clicking the desktop icon or using Windows Start Button... Programs.

3.	Once NeuNet Pro has loaded, select Stocks.nnp as a typical Backprop project from the recent file list. You are delivered to Browse Test Data, which shows the results of a previous training session. Notice the status bar at bottom provides some information about this project and some helpful hints. Notice how the yellow interactive row allows you to experiment with field values while observing the effect on the prediction.

4.	Try right clicking on the blue column headers and experiment with the sort and find features. Notice how the previous column sorts provide secondary and tertiary sorting.

5.	Try double clicking on a data row to set a checkmark. Notice how the keyboard down arrow and spacebar can be used as a quick way to set checkmarks. Experiment with Mark All, Unmark All, and Toggle All checkmarks. These checkmarks are used to flag interesting data rows for export.

6.	Try the available graphic data views. The Time Series and Scatter Graphs are available for Backprop projects. Experiment with the Zoom button in the Time Series Graph. The Confusion Matrix is available for SFAM classification projects.  Notice how double clicking on a certain area of the Scatter Graph and Confusion Matrix delivers you to a data browse for that region.

7.	Have a look at the Split Data screen. Do not change the current settings at this time. This screen is used to split you data table into two sets: “Training Set” and “Testing Set”. Notice how some data rows may be overlapped to appear on both sets. Some rows can be omitted from both sets. Press Cancel to exit from this screen

8.	Have a look at the Configure Project screen. Notice how you may choose what field to predict and which fields are to be used as inputs in making the prediction. Text fields cannot be chosen as inputs. Press the Advanced button and see the statistical report for every field. Do not change anything on the Advanced screen at this time. Just press Cancel to exit. Now press Cancel to exit from the Configure Project screen.

9.	Click GO and review the Training Screen. You are looking at the training results from a previous training session. The settings like Learn Rate, Momentum, and Vigilance will work quite well at their default settings, so do not be concerned about these settings. Try pressing the Reset button to begin a fresh training session; then press GO to begin training. Notice how the progress of the training is reported periodically as trainng cycles are performed on your Training Set. When you wish apply this training to your Test Set, Stop training then press the Finish button.

10.	When you are finished experimenting with the Stocks.nnp project, use the FILE menu to load Cancer.nnp as a typical SFAM project.�Repeat the above experiments with this SFAM project. Notice how the screens are slightly different for an SFAM project compared to a Backprop project.
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Neunet Pro is Cht © 1998, 1999 CorMac Technologies Inc.�Version 2.2 - Released November 30, 1999

Copies of NeuNet Pro may be freely distributed without serial number.�The serial numbers are for the sole use of a licensed user on one computer.�The serial numbers must not be distributed or shared. 

Technical Support and Inquiries

Please use the NeuNet Pro Technical Support Forum at �http://www.cormactech.com/neunet/nn01.shtml �

NeuNet Pro License Agreement

CAREFULLY READ ALL TERMS AND CONDITIONS OF THIS LICENSE AGREEMENT BEFORE INSTALLING NEUNET PRO.   BY INSTALLING OR USING ANY PORTION OF NEUNET PRO, YOU ARE AGREEING TO BE BOUND BY ALL OF THE TERMS AND CONDITIONS OF THIS AGREEMENT. 

CorMac Technologies Inc. grants no warranties expressed or implied, by statute or  otherwise regarding the use of NeuNet Pro or its derivatives. 

The NeuNet Pro user understands that the application of neural networks is experimental technology. The user is soley responsible for determining and  confirming the fitness of NeuNet Pro for any specific purpose. 

In no event shall CorMac Technologies Inc. be liable for any damages regarding the use of NeuNet Pro. 

CorMac Technologies Inc. reserves the right to make any changes to NeuNet Pro, its marketing and customer support plans at any time without prior notice. 

NeuNet Pro is a proprietary product of CorMac Technologies Inc. and is protected  by copyright and international treaties. 

NeuNet Pro is licensed, not sold, to you. CorMac Technologies Inc. retains all title, ownership rights and intellectual property rights in and to NeuNet Pro. CorMac Technologies Inc. reserves all rights not expressly granted to you herein. 

NeuNet Pro users are encouraged to distribute unmodified copies of the downloaded  NeuNet Pro executable file freely to others as shareware. 

NeuNet Pro serial numbers are for the sole use of the licensee on one computer. 

The holder of any NeuNet Pro serial number agrees not to sell, rent, loan, give away,  or otherwise disclosed the serial number to others. The NeuNet Pro user is responsible for protecting the confidentiality of NeuNet Pro serial number(s). 

      This agreement is the entire and sole agreement. Any previous or future statements  whether written or oral shall not in any way modify or extend the terms of this agreement.�

NeuNet Pro Specification Sheet

NeuNet Pro is a 32 bit program which requires Windows 95, Windows 98 or Windows NT4(sp3). Users may select from either the SFAM classifier or the classic BackProp algorithms. 

Data Requirements

Data must be in a table contained in an Access MDB file, up to one gigabyte in size. 

NeuNet Pro only reads the data file. Your data is never modified in any way. 

Data may contain 2 to 255 fields and any number of records. 

One data field must be set as primary key index. 

Fields may be yes/no, byte, integer, floating point, date or text type. 

When used in SFAM classification mode, prediction field may contain up to 256 different classes. 



NeuNet Pro Feature List

“Ease-of-use” has been the ultimate goal in designing NeuNet Pro. 

User may select which fields are to be included as neural net inputs (1 to 254). 

User may select which field is to be the predicted neural net output (1). 

User may select which records are to be used for training (10 to 32000). 

User may select which records are to be used for testing (1 to 32000). 

Training records and testing records may be re-defined at any time. 

Records containing missing values will automatically be detected and handled. 

Data may be imported from ASCII text files. 

Algorithms are fully compiled and optimized for extremely fast operation. 

Users may select from either the SFAM classifier or the classic Backprop algorithms. 

Several projects may be combined into a Multiple Neural Net. 

Backprop algorithm allows one output value to be predicted using up to 255 input values. 

Backprop allows up to 128 neurodes in the hidden layer. 

SFAM classifier allows up to 256 possible classes. 

SFAM algorithm uses up to 254 input values in determining class prediction. 

SFAM allows up to 32,000 neurodes to be created in the hidden layer. 

Browse through data table while comparing actual versus predicted. 

Interactively experiment with field values while obsereving effect on the prediction.

Data mine anomalies by performing a descending sort on difference between actual and prediction. 

Perform graphical data mining by clicking mouse on scatter graph and confusion matrix. 

While browsing data, rows may be interactively checkmarked for export. 

While browsing data, rows may be interactively sorted by several fields. 

While browsing data, rows may be located by field search. 

Data normalization is automatic and transparent to the user. 

Data report shows minimum, maximum, average and standard deviation for each field. 

A snapshot of the “best to date” neural net is automatically maintained.�This snapshot allows “revert to best” and “resume from previous session”.�This snapshot allows the completed neural net to be embedded into other programs using the optional NeuNet Programmer’s Kit.

Additional project snapshots may be saved by the user. 

A comprehensive report (with graph) shows the statistical accuracy of the predictions. 

Performance reports include scatter graph, time series graph and confusion matrix. 

User may configure up to 18 recent projects to appear on the recent file list. 

Context sensitive Help File responds to F1 key press in the main program. 

Entire Help File may be easily printed as 50-page program manual.



How to Purchase NeuNet Pro

Level 1 is FREE ! 

   Your download of NeuNet Pro is the complete, full-running program with no features held back. Your free level one registration allows  you to create neural networks using up to 250 rows of your own data. Larger sample databases are included with the program download. Additional sample databases may be downloaded from the NeuNet Pro web site. 

Purchase NeuNet Pro for $99 per level. 

   You may purchase one or more NeuNet Pro serial numbers for US $99. Every time you enter a new serial number, your registration level is elevated by one. This flexible purchase plan lets you choose the level you wish to purchase. You may purchase several serial numbers at once, or purchase just one now and more later. 

Level 1 =      250 data rows is free with program download.

Level 2 =   1,000 data rows 

Level 3 =   2,000 data rows 

Level 4 =   4,000 data rows 

Level 5 =   8,000 data rows 

Level 6 = 16,000 data rows 

Level 7 = 32,000 data rows 

Level 8 = unlimited data rows (see specs) 

Convenient, secure, online purchasing... 

A NeuNet Pro license may be purchased online using VISA, MASTERCARD, AMEX and DISCOVER cards. 

Purchase NeuNet Pro from any country, any hour of any day! 

Please accept our License Agreement before you purchase. 

Visit our secure "DigiBuy" website by clicking the icon below. 

Fill out the order form. 

Choose online, fax, telephone or mail order. 

Online purchasers are automatically emailed their serial number(s) within seconds. 

Enter the serial number(s) into your NeuNet Pro program.
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NeuNet Pro Version History

NeuNet Pro Version 2.2 

      NNP22.EXE was released on November 30, 1999.

      A graduated purchase plan was implemented, with free level-one registration. 

      Mark, Unmark, Toggle All Rows now apply to current view only. 

      Minor bug fixes: 

         Program crashes if missing data causes no useable training rows. 

         Intermittent "OverFlow Error" on SFAM training. 

         Bottom status bas was sometimes holding stale messages 

         Failed or aborted import was leaving source file open. 

         Yellow row column dividers were occasionaly loosing alignment with main grid. 

         Error message during csv import was refering to "row #" instead of "column #". 

         Click on outliers was sometimes showing wrong rows when scrolled down.











NeuNet Pro Version 2.1 

NNP21.EXE was released on February 19, 1999. 

“Click on Outliers” was added to scatter graph and confusion matrix. 

Interactive “What If ”row was added to data browse. 

Predictions can now be made using a single input field. 

“Drag and Drop” was added to field selection in configuration screen.

Field names now show on configuration screen according to order in source database. 

Unused field columns are now positioned to the right when browsing predictions.  

Any field may now remain constant across all records.

Training screen bar graph now shows blue color for best yet.

Line graph view on training screen (graph type button ) was removed.

Minor changes to operation of  data splitter in split screen. 

Import from text file will now tolerate a space in file name and allow punctuation in field names.

Bug fixed where startup warning message was sometimes hidden beneath splash screen.



NeuNet Pro Version 2.01 

NNP201.EXE was released on December 7, 1998. 

Minor cosmetic changes were made. 

Click anywhere to discontinue splash screen. 

Program now allows your data table to be named "TEST". 

Program menu and tool bar no longer appear on printouts. 

Install of Windows 3.1 program group has been removed. 

Install of desktop shortcut is now optional. 

Uninstall now removes shared system files if not required by any other program.



NeuNet Pro Version 2.0 

NNP20.EXE was released on September 27, 1998. 

This version is a complete re-write for 32 bit Windows. 

The “look and feel” was modernized and improved. 

Intensive mathematical modules were optimized and fully compiled to a DLL. 

Training speed was increased by approximately 1000%. 

SFAM “Confusion Matrix” was added as a way to report on the accuracy of SFAM classifications. 

SFAM “Certainty Estimate” was removed. 

BackProp “Scatter Graph” was added as a way to report on the accuracy of BackProp predictions. 

Data Browsing, Data Marking and Data Exporting were added. 

Printing of the current window was added. 

The old NEUNET.RAW file format was replaced with standard ACCESS.MDB files. 

Ability to import ASCII text, spreadsheet files and .RAW files was included. 

All data size limits were vastly increased. 

Data browsing was improved with field sorting and field finding. 

A complete, context sensitive, printable, online help file was included. 

All nag screens were eliminated. However, NeuNet Pro must be used with authorized sample data until a license is purchased. 

The price was increased from $89 to $595. 

Online ordering over the Internet was embedded into the help file. 

A NeuNet Pro web site with support forum was established at http://www.cormactech.com/neunet 

The Programmer’s Kit is now available as an optional purchase. 



NEU-NET Version 1.2 

NEUNET12.EXE was released on December 8, 1995. 

Nag screen no longer appears on the provided sample projects. 

The nag screen now appears every 2 minutes, only on new projects. 

Sound effects were removed from the nag screen. 

Several spelling and grammar errors were corrected. 

A separate Order Form was added, with credit card encryption for E-mail. 

A Certainty Estimate (high, medium and low) was added to the SFAMTEST screen. If the four highest activated nodes are all in agreement, the Certainty is high. If three of these four nodes are in agreement, the Certainty is medium. If less than three nodes agree, the Certainty is low. 

The Alt-E accelerator key now appears only once on the main menu. 

Minor improvements were made to tab order on some screens. 

The program now exits gracefully if you close using the upper left handlebar. 

NEU-NET 1.2 now defaults to 640 x 480 window size, instead of maximized. It will appear full screen on 640 x 480 video, but will appear as a part screen on higher video resolutions. The window remains sizable. 



NEU-NET Version 1.1 

NEUNET11.EXE was released June 6 1995. 

Installation was changed to use the WISE installer. 

All windows can now be sized and minimized. 

EDIT and NOTES now shell to MS-Write. 

Maximum inputs were increased from 32 to 64. 

Maximum BackProp outputs were increased from 8 to 16. 

Problem with some foreign languages using 1.234,56 instead of 1,234.56 is now detected and solution is messaged. 

Patterns that exceed maximums are now detected and messaged during the initial PROJECT OPEN. 

Patterns are now parsed once then held in RAM instead of parsing on the fly. 

General code optimization plus reduced parsing has resulted in a 75% to 100% increase in training speed. 

The Nag Screen was revised, with timing first longer, then becoming shorter. 

Some of the sample projects were changed. 

The encrypted files, which show how to use the trained network from your own software, were expanded and improved.

These sample files now include: 

PREDICT.BAS (for QuickBASIC & QBASIC) 

PREDICT.FRM (for VisualBASIC) 

PREDICT.C (for C) 

PREDICT.MDB (for MS-ACCESS) 

PREDICT.XLS (for MS-EXCEL) 



NEU-NET Version 1.0 

NEUNET.ZIP was released on December 23, 1994.

�NeuNet Pro Future Plans

Let Us Know! 

Please let us know what features you would like to see in future versions of NeuNet Pro. Post your ideas on the NeuNet Pro Forum at http://www.cormactech.com/neunet/nn01.shtml . We depend on feedback from our users to help chart the course of NeuNet Pro into the future. 

Data Shuffling 

Several users have requested the ability to apply random “shuffles” to their data. We are currently working on this feature and it will be available in the near future. 

ODBC Data Access 

We may consider shipping an assortment of ISAM drivers with NeuNet Pro so the program could bind directly to a variety of database formats. 

Biasing for Classification 

In some classification projects it might be desirable to bias the prediction toward a particular class. For example in medical diagnosis a false negative may be much worse than a false positive. A simple tweak to the SFAM algorithm would allow the user to request biasing toward certain classes. 

Inductive Rule Extraction 

We are experimenting with the ID3 and C4.5 algorithms developed by J. Ross Quinlan at the University of Sydney. The ability to extract a decision tree from a database appears to be an attractive way to obtain predictions and perform data mining. Text fields could be used as inputs. Inductive Rule Extraction could be included along-side the SFAM and Back Propagation modules in NeuNet Pro, or could be packaged into a separate program. This algorithm allows text fields to be used as inputs. We are very excited about the possible uses of this feature. 

Multiple Layer Back Propagation 

We are looking into the possibility of including multiple layer back propagation nets as well as other learning algorithms. However, we believe the real strength of NeuNet Pro is its relative simplicity for the user. We will endeavor to maintain our ease-of-use and will try to avoid needless complications. 

Missing Values 

Currently, missing values are handled by skipping any record that contains missing values. The prediction for these records is shown as “N/A”. The user may decide to configure an additional project to provide a predicted estimate for these missing values. A suggested option is that missing values could simply use the field average as a quick estimate. 



Chapter 4 - Introduction to NeuNet Pro

An Introduction to NeuNet Pro

The purpose of NeuNet Pro is to provide users with a easy way to develop a neural network from any existing database. The provided sample projects will enable users to explore and experiment with this exciting new technology. There is no cost to users who base their research projects on the provided sample data. We welcome donations of interesting data sets to our web site as additional sample data. Please contact CorMac Technologies Inc. if you wish to donate sample data to our repository. 

The purchase of a NeuNet Pro license will allow the user to develop neural networks using any private database. 

Please contact CorMac Technologies Inc. if you are interested in the programmer’s kit, source code, or custom programming services.



What is a Neural Network?

A neural network is a software (or hardware) simulation of a biological brain (sometimes called Artificial Neural Network or “ANN”). The purpose of a neural network is to learn to recognize patterns in your data. Once the neural network has been trained on samples of your data, it can make predictions by detecting similar patterns in future data. Software that learns is truly “Artificial Intelligence”. 

Neural networks are a branch of the field known as “Artificial Intelligence”. Other branches include Case Based Reasoning, Expert Systems, and Genetic Algorithms. Related fields include Classical Statistics, Fuzzy Logic and Chaos Theory. A Neural network can be considered as a black box that is able to predict an output pattern when it recognizes a given input pattern. The neural network must first be “trained” by having it process a large number of input patterns and showing it what output resulted from each input pattern. Once trained, the neural network is able to recognize similarities when presented with a new input pattern, resulting in a predicted output pattern. 

Neural networks are able to detect similarities in inputs, even though a particular input may never have been seen previously. This property allows for excellent interpolation capabilities, especially when the input data is noisy (not exact). Neural networks may be used as a direct substitute for autocorrelation, multivariable regression, linear regression, trigonometric and other regression techniques. 

When a data stream is analyzed using a neural network, it is possible to detect important predictive patterns that were not previously apparent to a non-expert. Thus the neural network can act as an expert. 

An Example Neural Network: Bank Loans �Imagine a highly experienced bank manager who must decide which customers will qualify for a loan. His decision is based on a completed application form that contains ten questions. Each question is answered by a number from 1 to 5 (some responses may be subjective in nature). 

Early attempts at “Artificial Intelligence” took a simplistic view of this problem. The Knowledge Engineer would interview the bank manager(s) and decide that question one is worth 30 points, question two is worth 10 points, question three is worth 15 points,...etc. Simple arithmetic was used to determine the applicant’s total rating. A hurdle value was set for successful applicants. This approach helped to give artificial intelligence a bad name. 

The problem is that most real-life problems are non-linear in nature. Response #2 may be meaningless if both response #8 and #9 are high. Response #5 should be the sole criterion if both #7 and #8 are low. 

Our ten-question application has almost 10 million possible responses. The bank manager’s brain contains a Neural Network that allows him to use “Intuition”. Intuition will allow the bank manager to recognize certain similarities and patterns that his brain has become attuned to. He may never have seen this exact pattern before, but his intuition can detect similarities, as well as dealing with the non-linearities. He is probably unable (and unwilling) to explain the very complex process of how his intuition works. A complicated list of rules (called “Expert System”) could be drawn up but these rules may give only a rough approximation of his intuition. 

If we had a large number of loan applications as input, along with the manager’s decision as output, a neural network could be “trained” on these patterns. The inner workings of the neural network have enough mathematical sophistication to reasonably simulate the expert’s intuition. 

Another Example: Real-Estate Appraisal �Consider a real-estate appraiser whose job is to predict the sale price of residential houses. As with the Bank Loans example, the input pattern consists of a group of numbers. (For example: number of bedrooms, number of stories, floor area, age of construction, neighborhood prices, size of lot, distance to schools, etc.). This problem is similar to the Bank Loans example, because it has many non-linearities, and is subject to millions of possible input patterns. The difference here is that the output prediction will consist of a calculated value—the selling price of the house. �It is possible to train the neural network to simulate the opinion of an expert appraiser, or to predict the actual selling price. 

Note: �The above examples use a hypothetical bank manager and real-estate appraiser. Similar examples could use a doctor, judge, scientist, detective, IRS agent, social worker, machine operator or other expert. Even the behavior of some non-human physical process could be modeled. NeuNet Pro includes several sample projects. 

SEVEN PART USENET FAQ (comp.ai.neural-nets) 

http://www.cis.ohio-state.edu/hypertext/faq/usenet/ai-faq/neural-nets/part1/faq.html

�

Suggested Uses

The following is an imaginative list of possible uses: 

AIR TRAFFIC CONTROL could be automated with the location, altitude, direction and speed of each radar blip as input to the network. The output would be the air traffic controller’s instruction to each blip. 

ANIMAL BEHAVIOR, predator/prey relationships, and population cycles may be suitable for analysis by neural networks. 

ANOMALY DETECTION, is a way to uncover certain data records that do not fit the pattern of their peers.

APPRAISAL AND VALUATION of property, buildings, automobiles, machinery, etc. should be an easy task for a neural network. 

BETTING on horse races, stock markets, sporting events, etc. could be based on neural network predictions. 

CRIMINAL SENTENCING could be predicted using a large sample of crime details as input and the resulting sentences as output. 

COMPLEX PHYSICAL AND CHEMICAL PROCESSES that may involve the interaction of numerous (possibly unknown) mathematical formulas can be modeled heuristically using a neural network. 

DATA MINING, CLEANING & VALIDATION can be achieved by determining which records suspiciously diverge from the pattern of their peers.

DIRECT MAIL ADVERTISERS could use neural network analysis of their database to decide which customers should be targeted, and avoid wasting money on unlikely targets. 

ECHO PATTERNS from sonar, radar, seismic and magnetic instruments can be used to predict their targets. 

ECONOMETRIC MODELS based on neural networks should be more realistic than older models based on classical statistics. 

EMPLOYEE HIRING could be optimized if the neural network were able to predict which job applicant will achieve the best job performance. 

EXPERT CONSULTANTS could package their intuitive expertise into a neural network, to automate their services. 

FACTORIES could predict their demand for electricity. Then load shedding could be done to reduce the electric bill, and reduce impact on the power company. 

FRAUD DETECTION regarding credit cards, insurance or taxes could be automated using a neural network analysis of past incidents. 

HANDWRITING AND TYPEWRITING can be recognized by imposing a grid over the writing, then each square of the grid becomes an input to the neural network. This is called “Optical Character Recognition” 

LAKE LEVELS could be predicted based on precipitation patterns and River/Dam flows. 

MACHINERY CONTROL could be automated by capturing the actions of experienced machine operators into a neural network. 

MEDICAL DIAGNOSIS is an ideal application for neural networks. 

MEDICAL RESEARCH relies heavily on classical statistics to analyze research data. Perhaps a neural network should be included in the researcher’s toolkit. 

MUSIC COMPOSITION has been tried using neural networks. The network is trained to recognize patterns in the pitch and tempo of certain music, then the network writes its own music. 

PHOTOS & FINGERPRINTS could be recognized by imposing a fine grid over the photo. Each square of the grid becomes an input to the network. 

RECIPES AND CHEMICAL FORMULATIONS could be optimized based on the predicted outcome of a formula change. 

RETAIL INVENTORIES could be optimized by predicting demand based on past patterns. 

RIVER LEVELS could be predicted based on upstream reports, and the time and location of each report. 

SCHEDULING OF BUSES, AIRPLANES, AND ELEVATORS could be optimized by predicting demand. 

STAFF SCHEDULING requirements for restaurants, retail stores, police stations, banks, etc. could be predicted based on day of week, pay-days, holidays, weather, season, etc. 

STRATEGIES for games, business and war can be captured by analyzing the expert player’s response to given stimuli. For example, a football coach must decide whether to kick, pass, or run on the last down. The inputs for this decision include score, time, field location, yards to first down, etc. 

TRAFFIC FLOWS could be predicted, so that signal timing could be optimized. The network could recognize “a weekday morning rush hour during a school holiday” or “a typical winter Sunday morning.” 

VOICE RECOGNITION can be obtained by analyzing the audio oscilloscope pattern, much like a stock market graph. 

WEATHER PREDICTION may be possible. Inputs would include weather reports from surrounding areas. Output(s) would be the future weather in our area. Effects like ocean currents and jet stream could be included.

�

SFAM Classification

Classification is a type of problem where one attempts to predict the correct class or category for a given pattern where two or more classes are possible. NeuNet Pro will allow up to 256 possible classes in an SFAM project. 

Many problems involve a choice between only two possible classes.�For example: 

{YES or NO} 

{TRUE or FALSE} 

{PASS or FAIL} 

{SICK or HEALTHY} 



Other problems can involve dozens or hundreds of classes.�For example: 

{a certain letter of the alphabet} 

{a certain numerical digit} 

{a certain range of price} 

{a certain state name} 

{a certain disease name} 



The SFAM Algorithm�SFAM is short for “Simplified Fuzzy Adaptive Resonance Theory Map”. The algorithm was described in an excellent article by Tom Kasuba in AI Expert Magazine in November, 1993. The following points reflect our thoughts after several years experience using SFAM.

SFAM Strengths:

Training is extremely fast. 

Training requires almost no user intervention. 

Interpolation between clean data points is excellent. 

SFAM Weaknesses:

There is a tendency to memorize the training data. This tendency becomes a problem if the training data contains anomalies. Training data should be as clean as possible. 

Training data must contain no blatant contradictions in the class. These contradictions result in the creation of redundant nodes on every training cycle. 

These weaknesses can be overcome by early termination of the training process—A feature of NeuNet Pro. 

�A Typical SFAM Neural Network 



�

(Used For Predicting Classes)

�

�

 Training begins with just one hidden node whose weights are set equal to the first record and prediction is set equal to the class of the first record. Similarly, whenever a new class is encountered a new node is created. The node whose weights best match the current input supplies the prediction, provided the degree of match exceeds the vigilance threshold value. If this prediction is correct, the weights of this winning node are adjusted toward this input. If the prediction is wrong or vigilance threshold is not achieved, a new node is created with weights and prediction equal to this record. 

�

�Back Propagation Neural Networks

Back Propagation (BackProp) is the most common type of neural network. The algorithm was provided and popularized by Rumelhart, Hinton and Williams in 1986, following work by Parker, LeCun, Werbos and Rosenblatt. 

BackProp makes its predictions as numeric values, not as class names. BackProp is well suited for predicting continuous numerical values such as prices, weights and times. BackProp can also be used for classification problems, where each class is assigned a numeric value. 

The following points reflect our thoughts after several years experience using BackProp. 

BackProp Strengths:

Training is very tolerant of anomalies and noisy data. 

Interpolation between data points is excellent. 

BackProp Weaknesses:

Training can be quite slow, requiring thousands of cycles through the training data. 

The user is required to make some configuration decisions prior to beginning training. 

A certain amount of user intervention is required during the training process. 

A large amount of training data may be required in order to discourage the discovery of spurious correlation, especially in data that is noisy or has many inputs. 

�A Typical BackProp Neural Network



�

(Used For Predicting Values) 



�



Training begins with all weights set to random numbers. For each data record, the predicted value is compared to the desired (actual) value and the weights are adjusted to move the prediction closer to the desired value. Many cycles are made through the entire set of training data with the weights being continually adjusted to produce more accurate predictions. 



�

�NeuNet Pro Overview

NeuNet Pro has been designed to be very easy to use. Users should take a few minutes to read this overview, so they will quickly understand how the program works. 

Main Program - “Neunet.exe” 

Run Neunet.exe by clicking the desktop icon, or from your Start_Programs menu. 

Use the FILE menu to open an existing project or create a new project. 

Project File - “MyProject.nnp” 

All NeuNet project files use the extension .nnp (example: “MyProject.nnp”). 

You may create as many projects as you wish. Several projects may share the same data file. 

The project file is configured to contain the following information: 

1.	The name of the data file and table to be used for this project. 

2.	Whether this is an SFAM or BackProp Project. 

3.	Which records are to be used for training and which for testing. 

4.	Which fields are to be used for inputs and what field is the target prediction. 

5.	A snapshot of the “best yet” neural net. 

6.	The results of the latest scan through your testing data. 

Once the project file is configured, you can experiment with GO_Training and the various graphing and browsing views. 

Data File - “MyData.mdb” or “SampleData.nns” 

One data file can be shared by several projects. 

NeuNet Pro only reads your data file. Your data is never modified in any way. 

Data files may have any extension, however they must be in MS-Access (.mdb) format. 

Data files must contain a primary key field. 

Data files can be created from ASCII data or old Neunet.raw files using File_Import. 

The unlicensed version of NeuNet Pro uses only authorized NeuNet Sample data with the .nns extension (example: “Stocks.nns”) 

NeuNet Sample data (.nns) files are included with NeuNet Pro and additional sample data may be downloaded from the NeuNet Pro web site at http://www.cormactech.com/neunet/download.html 

Please contact Cormac Technologies Inc. if you wish to donate sample data to the web site. 
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File Menu
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File... New SFAM Project 

Choose a name to create a new SFAM project. 

You will be delivered to the Run... Project Configuration screen where you will choose what database this project shall use. 

The newly created project will have the extension .nnp (example: “Cancer.nnp”) 

If another project is currently open, it will be closed automatically. �

File... New BackProp Project 

Choose a name to create a a new BackProp project. 

You will be delivered to the Run... Project Configuration screen where you will choose what database this project shall use. 

The newly created project will have the extension .nnp (example: “Stocks.nnp”) 

If another project is currently open, it will be closed automatically. 



File... Open 

Choose a previous project. 

You will be delivered to the View... Browse Test Data screen where you can review the results of the previous test data. 

All of the project configuration settings, the best-trained net and the results of recent test are stored in this project file. 

If another project is currently open, it will be closed automatically. 



File... Close 

Closes the current project. 

Projects are constantly saved, so there is no need to save a project before closing it. 

NeuNet Pro will remain open with no current project loaded. 



�

File... Save Project Snapshot 

Saves a duplicate copy of the current project onto your hard drive. 

This is a safety feature so you can experiment with your project. If your experiments are unsuccessful, you can easily revert to the most recent project snapshot. 

Project snapshots are saved on the hard drive using the “.snap” extension. 



File... Revert to Latest Snapshot 

Replaces the current project with the most recent snapshot for that project. 

There is a warning that the current project will be permanently overwritten with its snapshot. 



�File... Import 

This feature is available only when no project is currently loaded. 

Select a comma delimited ASCII text file (or .raw file from older versions of NeuNet) and the file will be converted to MS-ACCESS (.mdb) format. 

New projects can use the created .mdb file as their data source. 

This feature is not useful to unlicensed users of Neunet Pro. 



File... Export Marked 

This feature is used to export all of the data rows which you have tagged with a checkmark. 

The data records are written to a comma delimited ASCII text file. 

The resulting file can be used by most word processors, text editors, spreadsheets and database programs. 

This feature is useful when you are data mining and you wish to make a list of all the gold nuggets you find. 



�

File... Print Current Window 

This feature will send a screen grab of the current NeuNet Pro window to your printer. 

Remember to select your desired view before pressing Print. 



�

File... Recent Project List 

This is a list of the most recent projects you have worked on. 

Simply click a file from this list to load that project. 

The size of this list may be set from 1 to 18 by using the Preferences menu. 

The initial setup of NeuNet Pro populates this list with 8 sample projects. 



�

File... Exit 

This item is used to exit from the NeuNet Pro program. 

The current project is always saved. 

The program may also be exited by clicking the Close Button (X) at the right of the program title bar. 

���

Edit Menu

�PRIVATE��� INCLUDEPICTURE F:\\TMP\\NNPDOC\\MNUEDIT.BMP ���

�

Edit... Mark All 

This feature will mark all records in the current view with a checkmark. 

The purpose of checkmarks is to flag records for export. 



Edit... Unmark All 

This feature will remove all checkmarks in the current view. 

The purpose of checkmarks is to flag records for export. 



Edit... Toggle Marks 

This feature will reverse all checkmarks in the current view. 

Rows that are currently unmarked will be marked. 

Rows that are currently marked will be unmarked. 



�

Edit... Sort Ascending 

This feature will sort all records in the current view in ascending order for the current column. 

This feature can be easily called by right clicking on the blue column header. 

A secondary and tertiary sort is performed according to the two previous sorts. 



Edit... Sort Descending 

This feature will sort all records in the current view in descending order for the current column. 

This feature can be easily called by right clicking on the blue column header. 

A secondary and tertiary sort is performed according to the two previous sorts. 



�

Edit... Find 

This feature is used to perform a search within the current column. 

This feature can be easily called by right clicking on the blue column header. 



Edit... Find Next Bad Prediction 

This feature is available only for SFAM projects. 

Use this feature jump downward though the browse table to the next incorrect prediction. 

����

View Menu

�PRIVATE��� INCLUDEPICTURE F:\\TMP\\NNPDOC\\MNUVIEW.BMP ���



�

View... Browse All Data 

This feature is used to browse a table showing all the data in the current data table. 

Right click on the blue column header to Sort and Find by column. 



View... Browse Test Data 

This feature is used to browse a table showing all data in the current test set. 

The NeuNet prediction column is shown beside the target prediction column. 

With SFAM, the incorrect predictions are show in red. 

With BackProp, a “Difference” column shows the accuracy of every prediction. 

Right click on the blue column header to Sort and Find by column. 



View... Scatter Graph 

This graph is available only for BackProp projects. 

The Scatter Graph gives a visual presentation showing the accuracy of all predictions. 

The entire test set is graphed with actual versus predicted. 

The most accurate predictions are nearest to the blue diagonal line. 



View... Time Series Graph 

This graph is available only for BackProp projects. 

The Time Series Graph shows actual and predicted values by row number. 

This graph is most useful for time series data. 

For best results, time series data should be structured so the newest data is at the bottom of the table. 



�

View... Browse Incorrect Predictions 

This view is available only for SFAM projects. 

Browse a table showing only the incorrect predictions within the current test set. 

Right click on the blue column header to Sort and Find by column. 



View... Browse Correct Predictions 

This view is available only for SFAM classification projects. 

Browse a table showing only the correct predictions within the current test set. 

Right click on the blue column header to Sort and Find by column. 



View... Confusion Matrix 

This feature is available only for SFAM classification projects. 

Browse a table showing actual class versus predicted class for current test set. 

All correct predictions lie on the yellow diagonal cells. 

��

Run Menu

�PRIVATE��� INCLUDEPICTURE F:\\TMP\\NNPDOC\\MNURUN.BMP ���



�

Run... Configure this Project 

This function must be used whenever a new project is created. 

You will select a database and data table for the project. 

You will select what field is to be predicted. 

You will select which fields are to be used for making the prediction. 

A project may be reconfigured at any time, but all previous training will be lost. 



Run... Split the Data 

This feature allows you to split your data into two groups - “Training Set” and “Testing Set”. 

The training set is used to train the neural network. The testing set is not seen during training. 

Error reports on the Training screen are based on the training set. All other performance reports are based on the testing set. 

Each set can be as large as 32,000 records. The training set must contain at least ten records. The testing set can be as small as one record. 

You may overlap the split, so some rows appear in both sets. Indeed both sets may be identical. 

Some of your rows can be omitted from both sets. 

Remember larger data sets will be slower to train and test. 



Run... Go To SFAM/BackProp Training 

This function delivers you to the Training screen. 

The actual neural network is developed during training. 

���

Preferences Menu
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�

Preferences... Autoload 

Select this feature if you wish NeuNet Pro to automatically load the top project from the recent file list. 



Preferences...  Show Interactive Mode 

Select this feature if you wish NeuNet Pro to dipslay the yellow interactive row.  This row allows you to experiment with field values while observing the effect on the prediction.

 

Preferences... Recent Files 

Set the number of Projects you wish to appear in the recent file list under the FILES menu. 



Preferences... Serial Number 

Use this feature to enter your NeuNet Pro serial number(s). 

   Serial number(s) are purchased from the NeuNet Pro web site. 

   Whenever a new valid serial number is entered, your reistration is elevated to the next level. �

Help Menu

�PRIVATE��� INCLUDEPICTURE F:\\TMP\\NNPDOC\\MNUHELP.BMP ���

�

Help... User Manual 

This feature opens the NeuNet Pro Help file at the “Contents” page. 

The Help File may also be opened by pressing the F1 key. You will be delivered to context sensitive help about the current screen.

Help... About 

This feature displays an ABOUT box with information about NeuNet Pro. �

Chapter 6 - NeuNet Pro Screens

�PRIVATE “TYPE=PICT;ALT=About NeuNet Pro”�� INCLUDEPICTURE D:\\NNPMAN~1\\NNP210\\6000SCRE.BMP ���

�

Configure the Project

�PRIVATE��� INCLUDEPICTURE F:\\TMP\\NNPDOC\\6100SOUR.BMP ���

�

You must configure every new project you create.�Existing projects may be reconfigured at any time, except data source cannot be changed.�When you change configuration, all previous training is lost. 



The Upper Box: 

Use the Browse button to select a database. Many projects may share the same database. 

If you have not yet purchased a NeuNet Pro license, the selected database must be a NeuNet Sample File (.nns). Licensed users may select any database in MS-Access (.mdb) format. 

Select the desired table from the database. If your database contains only one table, it will automatically be selected. 

Remember the selected table must contain one Primary Key Field. 

All of your field names will appear in the “Available Fields” list in the lower box. 



The Lower Box: 

Choose which single field you wish to predict and slide it leftward into the Prediction Field box. Remember BackProp Projects require a numeric field and will not accept a text field. SFAM projects will accept any field, but there must be less than 256 different values for the SFAM prediction field. 

Choose which fields you wish to use for making the prediction and slide these fields rightward into the Input Fields box. 

You must select at least one field as input fields. 

All input fields must be numeric. Text fields cannot be used for input fields. 

����Advanced Project Configuration
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This screen allows advanced users to override the default settings for User Min/Max and the number of nodes in the BackProp hidden layer .�For most projects, the default values work very well, so use of this screen is optional. �Warning: Any changes on this screen will cause a loss of all previous training for this project. 

�

Number of BackProp Hidden Nodes: 

The optimal setting for this value depends upon how many input fields you are using and how well the prediction value is related to the input values. 

The default suggested value is 2 x SquareRoot(Number_Of_Input_Fields + 1). 

If too many nodes are used, the neural net will be slower to train and it will tend to “memorize” instead of “learn”. The accuracy will improve on the training set, but might be worse on the testing set. The chance of discovering spurious correlation will be increased. 

If too few nodes are used, the neural net will train more quickly, but the accuracy on the training set may decrease. The accuracy on the testing set may improve. The chance of discovering spurious correlation will be reduced. 

User Min/Max: 

User Min/Max defaults to the actual values of the Min/Max for your entire data table. 

User Min/Max is used to control the internal “normalization” of the data:�A data value greater than or equal to User Max is normalized to 1.0�A data value less than or equal to User Min is normalized to 0.0�All other data is proportioned between 0 and 1.�For example a value half way between User Min and User Max is normalized to 0.5 

In some cases, you may wish to adjust User Min/Max: 

If you expect future data to occur outside the range of the Min/Max for your current data range, it is helpful to widen User Min/Max to reflect the range of future data values.�For example, if all your fields are data readings from the same instrument, you may wish to set User Min/Max to the range of that instrument. 

If your data contains a few outliers, these outliers will distort the normalization for the rest of your data. You should narrow the User Min/Max so the normalization is scaled to the majority of your data.�For example, suppose you are working on 1000 rows of data and 997 rows have a certain field valued between 100 to 200. Three rows have this field valued at 1000. You should decrease User Max from 1000 to around 200, so the normalization of the data reflects the majority range. 

If you have a high portion of your data occurring at User Min and/or User Max, it is helpful to widen the range of User Min/Max so there is some “elbow room” for your data. This technique will tend to move your data out of the unresponsive tails of the sigmoid function, leading to better predictions.�For example, suppose you are trying to predict a field that has values of 0 or 1. Try setting User Min to -0.25 and User Max to 1.25, and your predictions should improve. 

Field Names: 

The field names shown are extracted from the Ms-Access format of your data table. 

Field Types: 

The field types shown are extracted from the Ms-Access format of your data table. 

NeuNet Pro internally treats all numeric and date fields as single precision real numbers (7 significant digits). 

Text fields remain as text, which can be used only for SFAM predictions. 

Field Statistics: 

This report show the actual Minimum, Maximum, Average, and Standard Deviation for every numeric field across your entire data table. 

Use Print to grab a hard copy of this interesting report. 

OK: 

The OK button returns you to the Configure Project screen. 

If you make any changes during a visit to the Advanced screen, you will not be able to Cancel out of the Configure Project screen because you have already changed the project configuration. 



Data Split
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This screen allows you to split your data into two sets - “Training” and “Testing”. 

Simply drag the sliders to the desired position, or double click to edit the numeric boxes. 

The training set is used to train the neural network. The testing set is not seen during training. 

Reports on the Training screen are based on the training set. All other performance reports are based on the testing set. 

Each set can be as large as 32,000 records. The training set must contain at least 10 records. The testing set can be as small as one record. 

You may overlap the split, so some rows appear in both sets. Indeed both sets may be identical. 

Some of your rows can be omitted from both sets. 

Remember larger data sets will be slower to train and test. 

���

SFAM Training
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This screen is used for training the SFAM neural network.�Every time you press the GO button, a training cycle is made through your training set.�Press Finish when you wish to exit from this screen, and a test report will be made on your testing set.

�

Finish: 

Press this button when you wish to exit from the Training screen. 

A test will be immediately run on your testing set and you will be delivered to the Confusion Matrix. 

For data mining and anomaly detection, do not train all the way to zero error - but leave some error because these errors are your anomalies. 



Reset: 

This button clears all previous training, so you may begin fresh training. 



�Revert: 

This button will revert your neural network backward to the network that produced the Best Error thus far. 

If something goes wrong with your training session, use this button to revert, without having to do a total reset. 

This feature is very useful in BackProp training, but is seldom needed with SFAM training. 

GO: 

The GO Button is the most important button on this screen. 

Press GO to initiate one training cycle through all of your training set. 

At the completion of the training cycle, the screen is updated to show the number of nodes created and the current prediction error. 

Graph Zoom: 

Press this button to zoom in on the vertical scale of the graph. 

Every second press cancels the zoom. 

Vigilance: 

The vigilance setting is used to control the granularity of the SFAM predictions. 

For most projects, the default value of 50 works very well. 

Increased vigilance will encourage the SFAM neural net to grow additional nodes, which can result in more accurate predictions especially on difficult data. Excessive vigilance will cause a memorization of the training data with reduced predictive ability on the testing set. 

Nodes Created: 

This counter reports how many nodes the SFAM neural net has grown. 

Every node is a point within your data space that predicts a certain class. 

Projects with a large number of classes will require more nodes. 

If your input fields are not related to the prediction field, a large number of nodes will be created in order to memorize each training record. 

If the number of nodes grows beyond a few hundred, it may mean your project is not predictable, or contains contradictions. 

If the number of nodes grows on every training cycle with no improvement to the Current Error, it is time to Finish because the SFAM is spinning its wheels trying to resolve contradictions. 

�Best Error: 

This error indicates what percent of the predictions were incorrect on the training cycle. 

Whenever the Best Error is updated, the neural net is saved into your project file. 

If the current training cycle does not improve the error, this cycle is not saved. 

The saving of the Best Error net allows you to use the Revert button and allows the continuing of this project on another NeuNet session. 

The SFAM net usually results in improvement after every training cycle. So the Best Error is always equal to the Current Error and the latest training cycle is always saved. 



Current Error: 

This error indicates what percent of the predictions were incorrect on the most recent training cycle. 

The SFAM net usually achieves improvement on training every cycle. So the Best Error is always equal to the Current Error and the latest training cycle is always saved. 



History of Error: 

This graph shows a history of the prediction error achieved during the previous training cycles. 

With SFAM this graph usually has a constant downward trend. 

The vertical blue line marks which cycle has been saved as the best thus far. 

���

SFAM Browse Test Results
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This screen is allows you to browse through your entire SFAM testing set while comparing the actual class to the predicted class. 

Incorrect predictions are shown in red. 

The columns that are not being used to make the prediction are shown in gray. 

Use the yellow interactive row to experiment with field values while observing the effect on the prediction. 

Right click on the blue column header to sort and find by any column. 

The previous two column sorts are used as secondary and tertiary sort. 

Sorted columns show their blue column header as underlined, and sort column names appear in the status bar at bottom.

Double click any row or press spacebar on the current row to checkmark that row for export. 

All rows can be checkmarked, unmarked or toggle-marked using the Edit menu or tool bar. 

Use the View menu or tool bar to limit this view to only correct or incorrect predictions. 

���

SFAM Confusion Matrix
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The SFAM Confusion Matrix is very useful in showing how well the classes are being predicted.�It shows false postives versus false negatives.�When there are many classes, it shows which classes are difficult to differentiate from certain other classes.

Double click on any cell to browse the data contributing to that cell.

Reading the SFAM Confusion Matrix takes some practice but it is not difficult.�For example, the above confusion matrix is telling you that: 

Your test set contained 285 actual benign cases and 172 actual malignant cases for a total of 457 cases. 

You predicted 289 benign and 168 malignant for a total of 457 predictions. 

Of the 285 actual benign, 283 were correctly predicted and 2 were predicted as malignant. 

Of the 172 actual malignant, 166 were correctly predicted and 6 were predicted as benign. 

Of the 289 predicted benign, 283 were actually benign and 6 were actually malignant. 

Of the 168 predicted malignant, 2 were actually benign and 166 were actually malignant. 

2.08% of the benign predictions were wrong. 

0.70% of the actual benign cases were incorrectly predicted. 

1.19% of the malignant predictions were wrong. 

3.49% of the actual malignant cases were incorrectly predicted. 

���

BackProp Training
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This screen is used for training the BackProp neural network.�Every time you press the GO button, a training cycle is made through your training set.�Press Finish when you wish to exit from this screen. A test report will be automatically run on your testing set.

�Finish: 

Press this button when you wish to exit from the training screen. 

A test will be immediately run on your testing set and you will be delivered to the Scatter Graph. 

For data mining and anomaly detection, do not train too close to zero error - but leave some error because these errors are your anomalies. 

Jog Weights: 

This button may be pressed occasionally during BackProp training. 

Random noise is applied to your network, which will cause the training to back up and redo a recent portion of its work. 

If you suspect your training has become stuck in a local situation, jog weights may enable it to find the global optimum. 

The use of Jog Weights is optional and is seldom required. 



Reset Training: 

This button clears all previous training, so you may begin fresh training. 



Revert: 

This button reverts your neural network backward to the network that produced the Best Error thus far. 

If something goes wrong with your training session, use this button to revert, without having to do a total reset. 

This feature is useful in BackProp training if your settings of Learn Rate and Momentum should cause the current network to be messsed up. 



STOP: 

This button stops the training at the end of the next verify cycle. 

If your Best Error is not improving after repeated attempts, it is time to Stop the training. 



GO: 

The GO button is the most important button on this screen. 

Press GO to initiate repeated training cycles through all of your training set. 

After repeating several training cycles, a “verify” cycle is run and the screen is updated to show the current prediction error. 



Graph Zoom: 

Press this button to zoom in on the vertical scale of the graph. 

Every second press cancels the zoom. 

�

Learn Rate and Momentum: 

The BackProp algorithm requires these settings. 

You should interactively experiment with these setting during BackProp training. 

For most projects, the default values of 50 provide a good starting point. 

If Learn Rate and Momentum are set too low, the training will be very slow with a smooth, gradual improvement. 

If Learn Rate and Momentum are set too high, the training will be very choppy, and chaotic. 

Experienced NeuNet users learn to experiment with Learn Rate and Momentum settings interactively during training. Try to set Learn Rate always greater than Momentum and find a combination of the two settings that produces some up and down “choppiness” in the error history. This “choppiness” will ensure that the entire data space is explored looking for the global optimum, during the early stages of training. As the current error gradually improves, you can be sure you are climbing the right hill. Now begin to decrease the Learn Rate and Momentum slowly so you can land on the peak of the hill without overshooting. The final training phase can be completed with Learn Rate less than 10 and Momentum near zero. 

If these experiments make a mess, use Revert to return to your Best Error. 



Verify Rate: 

This setting determines how many training cycles are made before a verify cycle is run. 

Usually the default value of 5 works very well. 

The verify cycle is necessary to evaluate the current network and report the error. 

The best setting depends on the speed of your computer, the number of nodes in your project and the number of records and fields in your training set. 

Try to find a setting where your History Graph is updating every 2 to 10 seconds. 

On very large training sets, there might be several minutes of “hour glass” before your screen updates, and some of your mouse clicks may be ignored. 

If too many verify cycles are run, your computer will be spending too much time reporting on the current neural net instead of improving it. 



Cycles Completed: 

This counter reports how many cycles have been run on this training set. 

�

Best Error: 

This error indicates the Root Mean Square (RMS) error for the best verify cycle thus far. 

This error is also called “Standard Error of Estimate”. 

The error is calculated as SquareRoot{SumOfAll[(Actual-Predicted)2] / NumberOfPredictions} 

This calculation if performed using normalized values, so it may be stated as percent. 

Whenever a new Best Error occurs, the neural net is saved into your project file. 

This continual saving of the best net allows you to use the Revert button and allows the continuing of this project on another NeuNet session. 

The blue vertical line on the History Graph shows which previous cycle produced the Best Error. 



Current Error: 

This error indicates the Root Mean Square (RMS) error for the most recent verify. 

This error is also called “Standard Error of Estimate”. 

The error is calculated as SquareRoot{SumOfAll[(Actual-Predicted)2]/NumberOfPredictions} 

This calculation if performed using normalized values, so it may be stated as percent. 

The number that appears in this box is constantly graphed in the History Graph. 



History of Error Graph: 

This graph shows a history of the prediction error achieved during the previous verify cycles. 

You should adjust Learn Rate and Momentum so there is some choppiness to the graph during the early stages of training. 

The vertical blue line marks which previous cycle was saved as the best. 

���

BackProp Browse Test Results
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This screen allows you to browse through your entire BackProp testing set while comparing the actual values to the predicted values. 

The Difference column reflects the accuracy of each prediction. 

The columns that are not being used to make the prediction are shown in gray.

Use the yellow interactive row to experiment with field values and observe their effect on prediction. 

Right click on the blue column header to sort and find by any column. 

The previous two column sorts are used as secondary and tertiary sort. 

Sorted columns show their blue column header as underlined, and sort column names appear in the status bar at bottom. 

Double click any row or press spacebar on the current row to checkmark that row for export. 

All rows can be checkmarked, unmarked or toggle-marked using the edit menu or tool bar. 

To mine for anomalous values, simply perform a descending sort of the Difference column. 

���

BackProp Scatter Graph
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This screen provides both a numeric and graphical report showing the accuracy of your BackProp predictions.  Double click anywhere on the graph to browse data from that area.

�

Normalized RMS Error: 

This error indicates the Root Mean Square (RMS) error for the entire testing set. 

This error is also called “Standard Error of Estimate”. 

The error is calculated as SquareRoot{SumOfAll[(Actual-Predicted)2] / NumberOfPredictions} 

This calculation is performed using normalized values, so it may be stated as percent. 

Approximately 2/3 of your predictions should lie within ± this percent of the actual target value. 

�

Actual RMS Error: 

This error indicates the Root Mean Square (RMS) error for the entire testing set. 

This error is also called “Standard Error of Estimate”. 

The error is calculated as SquareRoot{SumOfAll[(Actual-Predicted) 2] / NumberOfPredictions} 

This calculation is performed using denormalized values, so it is stated in the same units as the prediction field. 

Approximately 2/3 of your predictions should lie within ± these units from the actual target value. 



Unexplained Variance: 

This number indicates what portion of the target value is not explained by the prediction value. 

Unexplained Variance = Actual_Rms_Error 2 / Variance_Of_Target_Column 



Correlation Coefficient: 

This is a number between zero and one which indicates how well the prediction is correlated to the actual. 

A value of one indicates perfect predictions. 

A value of zero indicates no relationship between prediction and target. 

Correlation Coefficient = SquareRoot(1 - Unexplained Variance) 



Scatter Graph: 

This is a visual representation showing the accuracy of all predictions. 

Double click anywhere on the graph to browse data from that area.

The closer the scattering is to the blue diagonal line, the more accurate are the predictions. 

The band shown by faint yellow lines indicates a certainty band, as defined by the RMS Error. Approximately 2/3 of your testing set should lie within this certainty band. 

The sample scatter graph shown above is showing that we have greater accuracy on predicting the age of younger abalone than on older abalone. 

���

BackProp Time Series Graph
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This screen provides both a numeric and graphical report showing the accuracy of your BackProp predictions for every row in your testing set.

�

Normalized RMS Error: 

This error indicates the Root Mean Square (RMS) error for the entire testing set. 

This error is also called “Standard Error of Estimate”. 

The error is calculated as SquareRoot{SumOfAll[(Actual-Predicted)2] / NumberOfPredictions} 

This calculation is performed using normalized values, so it may be stated as percent. 

Approximately 2/3 of your predictions should lie within ± this percent of the actual target value. 

�Actual RMS Error: 

This error indicates the Root Mean Square (RMS) error for the entire testing set. 

This error is also called “Standard Error of Estimate”. 

The error is calculated as SquareRoot{SumOfAll[(Actual-Predicted) 2] / NumberOfPredictions} 

This calculation is performed using denormalized values, so it is stated in the same units as the prediction field. 

Approximately 2/3 of your predictions should lie within ± these units from the actual target value. 



Unexplained Variance: 

This number indicates what portion of the target value is not explained by the prediction value. 

Unexplained Variance = Actual_Rms_Error 2 / Variance_Of_Target_Column 



Correlation Coefficient: 

This is a number between zero and one which indicates how well the prediction is correlated to the actual. 

A value of one indicates perfect predictions. 

A value of zero indicates no relationship between prediction and target. 

Correlation Coefficient = SquareRoot(1 - Unexplained Variance) 



Time Series Graph: 

This is a visual representation showing the accuracy of all predictions for every row in your testing set. 

The band shown by faint yellow lines indicates a certainty band, as defined by the RMS Error. Approximately 2/3 of your testing set should lie within this certainty band. 

The example Time Series Graph shown above had the testing set at rows 1 to 250, and the training set was 1 to 200. Thus the graph to right of 200 shows true predictions that were not seen during training. 

This graph can be used with any BackProp project, but it is most useful when your data is an ordered series (e.g. Time Series). Time series data should be ordered so the newest data occurs at the bottom of the table. 



Zoom Graph: 

Left-click this zoom button to zoom inward for a closer view af the graph. 

Every left-click zooms in closer and every right-click zooms out further. 

There are 7 levels of zoom. Zooming above level 7 will “wrap around” to level 1. Likewise, zooming below level 1 wraps around to level 7.  Hint: The width of the scrollbar handle reflects the current level of zoom. 

�

Chapter 7 - NeuNet Pro Tutorials

The best way to learn NeuNet Pro is simply by experimenting with a variety of projects. You may create many different projects linked to a single database.�Please work through these two small tutorial examples to learn the features of NeuNet Pro. Feel free to modify and experiment with these tutorials.



NeuNet Pro SFAM Tutorial

“Cancer Diagnosis”

Using the NeuNet Pro FILE menu, select Create New SFAM Project. Name this project “Cancer2”. 

You are delivered to the Project Configuration Screen. Using the Data Source Browse button, select “Cancer.nns” as the data source for this project. This database contains only one table “Breast” and it will automatically be selected for you. 

The target field to be predicted is “Class”. Select this field in the list of available fields and pull it leftward into the Prediction Field by using the < button. 

Use the >> button to move all of the remaining available fields into Input Fields. The field named “Sample” is not useful as input, so use the < button to move this field back into Available Fields. 

Press the Advanced button and have a look at the Advanced Configuration screen. It is not necessary to change anything on this screen. Press OK to return to Project Configuration. 

Complete the Project Configuration by pressing OK. You are delivered to the Data Split screen. 

Split your data so rows 1 to 400 are used for training set and all 457 rows are used for testing set. Simply drag the split handles up and down as necessary. Hint: By double clicking on the number box, you can type in the split points. Press OK when your split is complete. You are delivered to the SFAM Training screen. 

Press GO to begin the first SFAM training cycle. This first training cycle results in 31 nodes created with overall error of 2%. This means that 98% of the training set has been correctly predicted. 

Press GO to initiate a second training cycle. This cycle creates 3 additional nodes with overall error of 0.75%. 

Press GO again to initiate the third training cycle. This cycle creates one additional node with an overall error of 0.50%. 

Press Finish now. A test cycle is automatically performed on your testing set, and you are delivered to the Confusion Matrix to see the test results. Notice that all of the benign cases have been successfully predicted, but six of the malignant cases have been predicted as benign.   Try double clicking on any cell of the confusion matrix to see the data that contributed to that cell.

Now experiment with the four browse views: Browse All; Browse Test Results; Browse Incorrect Rows only; and Browse Correct Rows Only. Notice how you can right-click on any column header to sort and find within that column. Notice how double-click or spacebar can be used to set a checkmark for any row. 

�Notice the yellow colored “interactive” row at the bottom of Browse Test Reults.  This row allows you to experment with field values to see how they affect the prediction.

Suppose you wish to export the six cases which may have been incorrectly diagnosed as benign. Select the view: Browse Incorrect Rows Only and click Mark All Rows. Then use File Menu... Export Marked Rows to create a text file of these six cases. This text file can now be imported into your word processor, spreadsheet or database program. 

Congratulations on completing this tutorial. For additional practice, go back to Configure This Project and try selecting some other field as the target prediction. Then repeat the SFAM training process. 
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NeuNet Pro BackProp Tutorial

“Stock Market Prediction”

1.	Using the NeuNet Pro FILE menu, select Create New BackProp Project. Name this project “Stocks2”. 

2.	You are delivered to the Project Configuration screen. Using the Data Source Browse button, select “STOCKS.NNS” as the data source for this project. This database contains only one table “StockMarkets” so it will automatically be selected for you. 

3.	The target field to be predicted is “Dow_Industrials”. Select this field in the list of available fields and pull it leftward into the Prediction Field by using the < button. 

4.	Use the > button to move the following fields leftward into Input Fields. These fields will be used to make the prediction.�- 10 Year�- 1 Year�- 90 Day�- M1�- Unemployment�- P-Income 

5.	Press the Advanced button and have a look at the Advanced Configuration screen. It is not necessary to change anything on this screen. Confirm the number of BackProp nodes is set to 5. Press OK to return to Project Configuration. 

6.	Complete the Project Configuration by pressing OK. You are delivered to the Data Split screen. 

7.	Split your data so rows 1 to 200 are used for training set and all 250 rows are used for testing set. Simply drag the split handles up and down as necessary. Hint: By double clicking on the number box, you can type in the split point. Press OK when your split is complete. You are delivered to the BackProp Training screen. �

8.	Press GO to begin a continuous run of training cycles. The prediction error will quickly decrease, as shown by the history graph. Notice how the screen is constantly updated as the training proceeds. Experiment with Graph Zoom. Experiment with the STOP and GO buttons. Try increasing Learn Rate and Momentum to 75 and notice how the history becomes choppy. Notice how the blue coloring is used to flag which training cycle was saved as the best thus far. That Best Cycle is always saved as the current version of your neural network. Now reduce Momentum to 10 and Learn Rate to 20 and perform additional training cycles. Experiment with Jog Weights. 

9.	Press Stop, then press Finish. A test cycle is automatically performed on your testing set, and you are delivered to the Scatter Graph to see the results. 

10.	The clustering of data points around the blue diagonal line shows your project is highly predictable.  Try double clicking on one of the poorly predicted points on the scatter graph:  You are delievered to  browse all test data sorted by closeness to the point where you double clicked. 

11.	Try the Time Series Graph and experiment with right-click and left-click on the Zoom button. Remember the predictions left of week 200 were part of the training set, while the predictions right of week 200 were not seen during training. 

12.	Now have a look at Browse All and Browse Test Results. Notice how you can right-click on any column header to sort and find within that column. Notice how double-click or spacebar can be used to set a checkmark for any row. 

13.	The prediction anomalies are your stock market buy and sell signals. You can easily pull these anomalies to the top of the Browse Test Results table by performing a descending sort on the Difference column. 

14.	Try using the Print button to print some of the graphs and tables. 

15.	Congratulations on completing this tutorial. For additional practice, go back to Configure This Project and try selecting some other fields, then repeat the BackProp training process. 
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Chapter 8 - NeuNet Pro Tips & Tricks

NeuNet Sample Data 

An assortment of NeuNet Sample Data comes with the installation of NeuNet Pro. Additional sample data (.nns files) may be downloaded from the Neunet Pro web site. 

Unlicensed users are free to create as many new projects as they wish, provided these projects use a .nns sample file. 

Remember not to modify a .nns file in any way, or it will lose its status as authorized sample data. 

CorMac Technologies Inc. welcomes donations of interesting data sets to the NeuNet Pro web site. 

�

Choosing a Project

Is the Data Predictable? 

For a project to be successful there must be some relationship between the input numbers and the field you are trying to predict. The neural network is smart enough to attach low weighting to inputs which are not important. If there is no relationship between your inputs and the target prediction, BackProp will learn to make all of its predictions near the average value for all of the prediction target values in the training set. SFAM will simply memorize every record by growing a node for almost every record in the training set. 

How Much Data Do I Need? 

There is no firm answer to this question. It is best to experiment with project configuration and various splits of training set and testing set. In some cases, predictions may be learned using a training set of only a dozen records. In other cases, thousands of training records may be needed. 

It depends on how closely the target prediction is related to your input values, and the complexity of this relationship. 

Is your data very crisp (clean), or does it contain contradictions and anomalies (dirty)? It might take several clean records to overcome the effect of one anomaly. If NeuNet Pro is used for data mining and anomaly detection, it is possible to separate the clean data from the dirty data. 

It depends on how many input fields you are using. Usually it is best to include any input field you think might be useful, and the let the neural network decide exactly how useful. However, if you include a large number of unnecessary inputs, there is an increased chance the neural network will discover some spurious correlation. This spurious correlation can be averaged-out by increasing the number of training records. 

Consider Splitting Your Data into Smaller Projects 

Suppose you are trying to predict the selling price of used vehicles, and you database includes a mixture of trucks, cars and bicycles. 

You could establish three new fields - Trucks, Cars, Bicycles where Trucks = “1, 0, 0” ; Cars = “0,1,0”; Bicycles = “0,0,1”. The entire database could then be trained as one combined project. 

It would be better if the above database was split into three independent data tables. 



Importing Data

How to Import: 

You must File_Close any current project before the File_Import becomes available. 

Use File_Import to select the desired source file. 

The new file will be created into the same directory as the source file using the same name as the source file with the extension .mdb (example: “Wine.txt” becomes “Wine.mdb”). 

Importing Data from ASCII Text Files: 

The ASCII file can be created from most spreadsheets, text editors and data recorders. 

The ASCII file name will usually have the extension .txt (example: “Iris.txt”). 

The ASCII file must contain comma-delimited columns. 

The first row always is taken as header names. 

If a column contains any non-numeric value, that entire column is imported as a text field. 

If a column contains all numbers, and all of them are integers, that column is imported as long integer. 

If a column contains all numbers, and any of them are not integers, that column is imported as single precision floating point. 

Importing Data from Older Neunet.raw Files: 

The data file name must have the extension .raw (example: “eeg.raw”). 

The data will be parsed according to the Neunet’s .raw specifications. 

Column headers and all columns will be imported. 

Importing Data from Spreadsheets: 

Save you spreadsheet as comma separated text. For example in MS-Excel, use File_SaveAs and choose the CSV format. 

Follow the above instructions for ASCII text files. 

���

Configuring a Project:

Choosing Between SFAM and BackProp 

Choose SFAM if you are trying to predict a class based on clean data. 

Choose BackProp if you are trying to predict a value. 

BackProp may be used for classification, especially if the data is dirty. Try to avoid using SFAM if your data contains any blatant contradictions. 

In some cases, the data can be cleaned using BackProp, then the project can be completed using SFAM. 

It is possible to convert numeric predictions to class predictions by dividing the target numbers into ranges. For example: “HIGH, MEDIUM, LOW”. 

How Many BackProp Nodes Should be Used? 

SFAM nodes are created automatically as required. 

With BackProp you may specify the number of nodes under advanced project configuration. 

The program will default to the rule-of-thumb that number of nodes = 2 x SquareRoot(Number of Inputs +1) 

The default number of nodes appears to work very well, however you are free to experiment with different numbers. 

If too many nodes are used, BackProp will tend to memorize the training data instead of learning to make useful predictions. The performance will appear very good on training data, but predictions will be poor on testing data that has not been seen during training. 

If too few nodes are used, BackProp may have difficulty making accurate predictions on the training data, but the predictions on testing data may improve. 

Which Fields Should be Used for Input? 

Input fields must be numbers, dates or times. Text fields cannot be used for inputs 

Try to avoid using redundant input fields. For example, bond prices and interest rates are really measuring the same thing. Choose either bond prices or interest rates, but not both. By reducing the number of inputs, there is less change of discovering spurious correlation and the project will train faster. 

If some of your records are missing input values, those records will be skipped during training and NeuNet Pro will show “N/A” as the prediction for that record. 

It is possible to estimate the missing values by creating a new project that will treat the problem column as the target prediction. 

How Can Text Fields be Used for Input? 

Text fields must be converted to number fields if they are to be used for inputs. 

Suppose you have an input field that contains one of three colors - Red, Green, Blue. These words could be converted to color number 1, 2, 3. 

It is better to create 3 new fields for this color example. The three new fields could be titled - “Red, Green Blue”. A color “Red” would be entered as 1, 0, 0; “Green” would be entered as 0, 1, 0; and “Blue” would be entered as 0,0,1. Now it is possible to enter any mix of colors as a mixture of “Red, Green, Blue”. 

Setting User Min/Max: 

User Min/Max is adjusted in the Configure Project... Advanced screen. 

User Min/Max defaults to the actual values of the Min/Max for your entire data table. 

User Min/Max is used to control the internal “normalization” of the data.�A data value greater than or equal to User Max is normalized to 1.0�A data value less than or equal to User Min is normalized to 0.0�All other data is proportioned between 0 and 1.�For example a value half way between User Min and User Max is normalized to 0.5 

In some cases, you may wish to adjust User Min/Max: 

If you expect future data to occur outside the range of the Min/Max for your current data range, it is helpful to widen User Min/Max to reflect the range of future data values.�For example, if all your fields are data readings from the same instrument, you may wish to set User Min/Max to the range of that instrument. 

If your data contains a few outliers, these outliers will distort the normalization for the rest of your data. You should narrow the User Min/Max so the normalization is scaled to the majority of your data.�For example, suppose you are working on 1000 rows of data and 997 rows have a certain field valued between 100 to 200. Three rows have this field valued at 1000. You should decrease User Max from 1000 to around 200, so the normalization of the data reflects the majority range. 

If you have a high portion of your data occurring at User Min and/or User Max, it is helpful to widen the range of User Min/Max so there is some “elbow room” for your data. This technique will tend to move your data out of the unresponsive tails of the sigmoid function, leading to better predictions.�For example, suppose you are trying the predict a field that has values of 0 or 1. Try setting User Min to -0.25 and User Max to 1.25, and your predictions should improve. 
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Mining Data

Some of the most valuable uses for NeuNet Pro are data mining, data cleaning and anomaly detection. The purpose is to discover which records do not fit the pattern of the majority. These suspicious records may then be viewed, manually marked and exported to a separate list. 

How to Use NeuNet Pro for Data Mining 

Configure your project so that the entire database is used for both training and testing. 

Press GO to train for a few cycles through the data, then press STOP to terminate the training early while an interesting amount of error still remains. At this point, the “easy-to-learn” records will have the correct predictions, while the anomalies will have incorrect predictions. 

Press Finish on the training screen and you will be delivered to the Browse Tests Results where you will be able to compare the predicted versus actual for every record in your test set. 

For Backprop, right click on the Difference column header and sort the data descending by difference. The most anomalous records will float to the top of the list. Alternatively, you may double click on any point of the scatter graph to see your test data sorted  by closeness to the click point.

For SFAM, right click on the prediction column header and sort the data. The incorrect predictions will be shown along with the correct predictions for each class.   Alternatively, you may double click on any cell of the confusion matrix to view the data that contributed to that cell.

Manually browse through the data, using the checkmark column to set a checkmark on those anomalies you wish to export. 

Use File_Export to export the checkmarked records to your audit list. 

BackProp Training

�PRIVATE��� INCLUDEPICTURE F:\\TMP\\NNPDOC\\6600BTRA.BMP ���

This screen is used for training the BackProp neural network.�Every time you press the GO button, a training cycle is made through your training set.�Press Finish when you wish to exit from this screen. A test report will be automatically made on your testing set.

�

Finish: 

Press this button when you wish to exit from the training screen. 

A test will be immediately run on your testing set and you will be delivered to the Scatter Graph. 

For data mining and anomaly detection, do not train too close to zero error - but leave some error because these errors are your anomalies. 

Jog Weights: 

This button may be pressed occasionally during BackProp training. 

Random noise is applied to your network, which will cause the training to back up and redo a recent portion of its work. 

If you suspect your training has become stuck in a local situation, jog weights may enable it to find the global optimum.  The use of this button is optional and is seldom required. 



Reset Training: 

This button clears all previous training, so you may begin fresh training. 



Revert: 

This button reverts your neural network backward to the network that produced the Best Error thus far. 

If something goes wrong with your training session, use this button to revert, without having to do a total reset. 

This feature is useful in BackProp training if your settings of Learn Rate and Momentum should cause the current network to be messed up. 



STOP: 

This button stops the training at the end of the next verify cycle. 

If your Best Error is not improving after repeated attempts, it is time to Stop the training. 



GO: 

The GO button is the most important button on this screen. 

Press GO to initiate repeated training cycles through all of your training set. 

After repeating several training cycles, a “verify” cycle is run and the screen is updated to show the current prediction error. 



Graph Type: 

Press this button to toggle between bar graph and line graph. 

Most users prefer to leave this set to its default bar graph. 



Graph Zoom: 

Press this button to zoom in on the vertical scale of the graph. 

Every second press cancels the zoom. 
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Learn Rate and Momentum: 

The BackProp algorithm requires these settings. 

You should interactively experiment with these setting during BackProp training. 

For most projects, the default values of 50 provide a good starting point. 

If Learn Rate and Momentum are set too low, the training will be very slow with a smooth, gradual improvement. 

If Learn Rate and Momentum are set too high, the training will be very choppy, and chaotic. 

Experienced NeuNet users learn to experiment with Learn Rate and Momentum settings interactively during training. Try to set Learn Rate always greater than Momentum and find a combination of the two settings that produces some up and down “choppiness” in the error history. This choppiness will ensure that the entire data space is explored looking for the global optimum, during the early stages of training. As the current error gradually improves, you can be sure you are climbing the right hill. Now begin to decrease the Learn Rate and Momentum slowly so you can land on the peak of the hill without overshooting. The final training phase can be completed with Learn Rate less than 10 and Momentum near zero. 

If these experiments make a mess, use Revert to return to your Best Error. 



Verify Rate: 

This setting determines how many training cycles are made before a verify cycle is run. 

Usually the default value of 5 works very well. 

The verify cycle is necessary to evaluate the current network and report the error. 

The best setting depends on the speed of your computer, the number of nodes in your project and the number of records and fields in your training set. 

Try to find a setting where your History Graph is updating every 2 to 10 seconds. 

On very large training sets, there might be several minutes of “hour glass” before your screen updates, and some of your mouse clicks may be ignored. 

If too many verify cycles are run, your computer will be spending too much time reporting on the current neural net instead of improving it. 



Cycles Completed: 

This counter reports how many cycles have been run on this training set. 
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Best Error: 

This error indicates the Root Mean Square (RMS) error for the best verify cycle thus far. 

This error is also called “Standard Error of Estimate”. 

The error is calculated as SquareRoot{SumOfAll[(Actual-Predicted)2] / NumberOfPredictions} 

This calculation if performed using normalized values, so it may be stated as percent. 

Whenever a new Best Error occurs, the neural net is saved into your project file. 

This continual saving of the best net allows you to use the Revert button and allows to continue this project on another NeuNet session. 

The blue coloring on the History Graph shows which previous cycle produced the Best Error. 



Current Error: 

This error indicates the Root Mean Square (RMS) error for the most recent verify. 

This error is also called “Standard Error of Estimate”. 

The error is calculated as SquareRoot{SumOfAll[(Actual-Predicted)2]/NumberOfPredictions} 

This calculation if performed using normalized values, so it may be stated as percent. 

The number that appears in this box is constantly graphed in the History Graph. 



History of Error Graph: 

This graph shows a history of the prediction error achieved during the previous verify cycles. 

You should adjust Leran Rate and Momentum so there is some choppiness to the graph during the early stages of training. 

The blue colring marks which previous cycle was saved as the best. 
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SFAM Training

�PRIVATE��� INCLUDEPICTURE D:\\NNPMAN~1\\NNP210\\6300STRA.BMP ���

This screen is used for training the SFAM neural network.�Every time you press the GO button, a training cycle is made through your training set.�Press Finish when you wish to exit from this screen, and a test report will me made on your testing set.

�



Finish: 

Press this button when you wish to exit from the Training screen. 

A test will be immediately run on your testing set and you will be delivered to the Confusion Matrix. 

For data mining and anomaly detection, do not train all the way to zero error - but leave some error because these errors are your anomalies. 



Reset: 

This button clears all previous training, so you may begin fresh training. 



Revert: 

This button reverts your neural network backward to the network that produced the Best Error thus far. 

If someting goes wrong with your training session, use this button to revert, without having to do a total reset. 

This feature is very useful in BackProp training, but is seldom needed with SFAM training. 



GO: 

The GO Button is the most important button on this screen. 

Press GO to initiate one training cycle through all of your training set. 

At the completion of the training cycle, the screen is updated to show the number of nodes created and the current prediction error. 



Graph Type: 

Press this button to toggle between bar graph and line graph. 

Most users prefer to leave this set to its default bar graph. 



Graph Zoom: 

Press this button to zoom in on the vertical scale of the graph. 

Every second press cancels the zoom. 

Vigilance: 

The vigilance setting is used to control the granularity of the SFAM predictions. 

For most projects, the default value of 50 works very well. 

Increased vigilance will encourage the SFAM neural net to grow additional nodes, which can result in more accurate predictions especially on difficult data. Excessive vigilance will cause a memorization of the training data with reduced predictive ability on the testing set. 

Nodes Created: 

This counter reports how many nodes the SFAM neural net has grown. 

Every node is a point within your data space that predicts a certain class. 

Projects with a large number of classes will require more nodes. 

If your input fields are not related to the prediction field, a large number of nodes will be created in order to memorize each training record. 

If the number of nodes grows beyond a few hundred, it may mean your project is not predictable, or contains contradictions. 

If the number of nodes grows on every training cycle with no improvement to the Current Error, it is time to Finish because the SFAM is spinning its wheels trying to resolve contradictions. 



Best Error: 

This error indicates what percent of the predictions were incorrect on the training cycle. 

Whenever the Best Error is updated, the neural net is saved into your project file. 

If the current training cycle does not improve the error, this cycle is not saved. 

The saving of the Best Error net allows you to use the Revert button and allows to continue this project on another NeuNet session. 

The SFAM net usually results in improvement after every training cycle. So the Best Error is always equal to the Current Error and the latest training cycle is always saved. 



Current Error: 

This error indicates what percent of the predictions were incorrect on the most recent training cycle. 

The SFAM net usually achieves improvement on training every cycle. So the Best Error is always equal to the Current Error and the latest training cycle is always saved. 



The History of Error: 

This graph shows a history of the prediction error achieved during the previous training cycles. 

With SFAM this graph usually has a constant downward trend. 

The blue coloring marks which cycle has been saved as the best thus far. 
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�Making Predictions

Your neural network is automatically saved into your Project File whenever a new Best Error occurs on your training screen. 

This neural net is available to make predictions at any time from your testing set. 

The testing set may be re-split at any time so predictions can be made on a different group of data. 

You may append new rows into your database then widen your testing split to include these rows. 

Predictions can be printed, graphed, check marked and exported. 
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Exporting Results

Flag all data rows that you wish to export using the checkmark column. 

Use Mark All to flag all records in the current view with a checkmark. 

Use Unmark All to remove all checkmarks in the current view. 

Use Toggle Marks to reverse the marking of all rows in the current view. 

When you press File_Export, the checkmarked data rows are written to a comma delimited ASCII text file. 

The resulting file can be used by most word processors, text editors, spreadsheets and database programs. 

This feature is useful when you are data mining and you wish to make a list of all the gold nuggets you find. 

When flagging rows for export, use Sort to group the data view into interesting clusters.�For example, to group BackProp anaomlies at the top of the list, right click on the Difference column header and sort the column descending. 

�
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